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Sparsity Driven Background Modeling and Foreground Detection

1.1 Introduction

Background subtraction is an important pre-processing step in video monitoring applications. It aims to extract foreground objects (e.g. humans, cars, text etc.) in videos from static and moving cameras for further processing (object recognition etc.).

A robust background subtraction algorithm should be able to handle lighting changes, repetitive motions from clutter and long-term scene changes [Tam09]. The earliest background subtraction methods use frame difference to detect foreground [JN79]. Many subsequent approaches have been proposed to model the uncertainty in background appearance. The Mixture of Gaussians (MoG) background model assumes the color evolution of each pixel can be modeled as a MoG and are widely used on realistic scenes [SG99]. Elgammal et al. [EHD00] proposed a non-parametric model for the background under similar computational constraints as the MoG. Spatial constraints are also incorporated into their model. Sheikh and Shah consider both temporal and spatial constraints in a Bayesian framework [SS05], which results in good foreground segmentations even when the background is dynamic. The model in [MP04] also uses a similar scheme. All these methods only implicitly model the background dynamics. In order to better handle dynamic scenes, some recent works [MMPR03, ZS03] explicitly model the background as dynamic textures. Most dynamic texture modeling methods are based on the Auto Regressive and Moving Average (ARMA) model, whose dynamics is driven by a linear dynamic system (LDS). While this linear model can handle background dynamics with certain stationarity, it will cause over-fitting for more complex scenes.
Recently, Huang et al. present a new method for modeling foreground in dynamic scenes using dynamic group sparsity [HHM09]. It is assumed that the pixels belong to the foreground should be sparse, and more importantly, cluster together. They extend the CS theory to efficiently handle data with both sparsity and dynamic group clustering priors. A dynamic group sparsity recovery algorithm is then proposed based on the extended CS theory. This algorithm iteratively prunes the signal estimations according to both sparsity and group clustering priors. The group clustering trend implies that, if a pixel lives in the foreground, its neighboring pixels would also tend to live in this foreground with higher probability, and vice versa. By enforcing this constraints, the degrees of freedom of the sparse solutions have been significantly reduced to a narrower union of subspaces. It leads to several advantages: 1) accelerating the result pruning process; 2) decreasing the minimal number of necessary measurements; and 3) improving robustness to noise and preventing the recovered foreground from having artifacts. These advantages enable the algorithm to efficiently obtain stable background subtraction even when the background is dynamic.

So far, all the methods mentioned assume the cameras are fixed and stationary. In recent years, videos from moving cameras have also been studied [SJK09] because the number of moving cameras (such as smart phones and digital videos) has increased significantly. The research for moving cameras has recently attracted people’s attention. Motion segmentation approaches [RTVM10, YP06] segment point trajectories based on subspace analysis. These algorithms provide interesting analysis on sparse trajectories, though do not output a binary mask as many background subtraction methods do. Another popular way to handle camera motion is to have strong priors of the scene, e.g., approximating background by a 2D plane or assuming that camera center does not translate [HE03, RCH03], assuming a dominant plane [YMKC07], etc. In [KLN+11], a method is proposed to use belief propagation and Bayesian filtering to handle moving cameras. However, handling diverse types of videos robustly is still a challenging problem.

For sparsity based methods, Cui et al. propose a unified framework for background subtraction [CHZM12], which can robustly deal with videos from stationary or moving cameras with various number of rigid/non-rigid objects. This method is based on two sparsity constraints applied on foreground and background levels, i.e., low rank [CLMW09] and group sparsity constraints [YL05]. It is inspired by recently proposed sparsity theories [CT06, SED05]. There are two “sparsity” observations behind this method. First, when the scene in a video does not have any foreground moving objects, video motion has a low rank constraint for orthographic cameras [TK92]. Thus the motion of background points forms a low rank matrix. Second, foreground moving objects usually occupy a small portion of the scene. In addition, when a foreground object is projected to pixels on multiple frames, these pixels are not randomly distributed. They tend to group together as a continuous trajectory. Thus these foreground trajectories usually satisfy the group sparsity constraint.

These two observations provide important information to differentiate independent objects from the scene. Based on them, the video background subtraction problem is formulated as a matrix decomposition problem. First, the video motion is represented as a matrix on trajectory level (i.e. each row in the motion matrix is a trajectory of a point). Then it is decomposed into a background matrix and a foreground matrix, where the background matrix is low rank, and the foreground matrix is group sparse. This low rank constraint is able to automatically model background from both stationary and moving cameras, and the group sparsity constraint improves the robustness to noise.

The trajectories recognized by the above model can be further used to label a frame into foreground and background at the pixel level. Motion segments on a video sequence are generated using fairly standard techniques. Then the color and motion information gathered from the trajectories is employed to classify the motion segments as foreground or background. Cui et. al.’s approach is validated on various types of data, i.e., synthetic
data, real-world video sequences recorded by stationary cameras or moving cameras and/or nonrigid foreground objects. Extensive experiments demonstrate this method compares favorably to the recent state-of-the-art methods.

The remainder of the chapter is organized as follows. Section 1.2 briefly reviews the sparsity theory. In Section 1.3, we review the dynamic group sparsity model for background subtraction. In Section 1.4, we review the background subtraction using low rank and group sparsity constraints, which could be used for both stationary and moving cameras. We conclude this chapter in Section 1.5.

1.2 Sparsity Techniques

Suppose $I_t$ is an frame in a video at time $t$, in ideal condition, it can be represent as the combination of background and an object in foreground:

$$I_t = b + f$$  \hspace{1cm} (1.1)

where $b \in \mathbb{R}^{n \times 1}$ denotes the background and $f \in \mathbb{R}^{n \times 1}$ denotes the foreground. An example is shown in Figure 1.1. We could observe that the foreground $f$ is sparse, with most of it values are zeros. In this section, we review the sparsity techniques and the benefit when apply them to background subtraction.

![FIGURE 1.1 An example of background subtraction: (a) one video frame, (b) the foreground image, (c) the foreground mask and (d) the background subtracted image with AdaDGS [HHM09].](image)

1.2.1 Standard Sparsity

Sparsity based methods have been very popular since the emerging of compressive sensing (CS) [Don06, Can06]. In CS, the capture of a sparse signal and compression are integrated into a single process. A signal $x \in \mathbb{R}^n$ is $k$-sparse if only $k \ll n$ entries of $x$ are nonzero. We call the set of indices corresponding to the nonzero entries the support of $x$ and denote it by $\text{supp}(x)$ [BCDH10, HZM11]. Thus, we do not capture a sparse signal $x$ directly but rather capture $m < n$ linear measurements $y = \Phi x$ based on a measurement matrix $\Phi \in \mathbb{R}^{m \times n}$. Suppose the set of $k$-sparse signal $x$ lives in the union $\Omega_k$ of $k$-dimensional subspaces, the union $\Omega_k$ thus includes $C^n_k$ subspaces. To stably recover the $k$-sparse signal $x$ from $m$ measurements, the measurement matrix $\Phi$ is required to satisfy the Restricted Isometry Property (RIP) [Can06]. CS result shows that, if $m = \mathcal{O}(k + k \log(n/k))$, then measurement matrix $\Phi$ whose entries are i.i.d. Gaussian, Bernoulli $(\pm 1)$ can satisfy the RIP with high probability.
1.2.2 Group Sparsity

In CS, the assumption cares the sparsity number \(k\) of the data, while positions of such \(k\) non-zeros entries can be random. There is no prior information utilized other than sparsity. Background subtracted images are typical structured sparsity data in static video surveillance applications. They generally correspond to the foreground objects of interest. Unlike the whole scene, these images are not only spatially sparse but also inclined to cluster into groups, which correspond to different foreground objects. The success of sparse recovery in compressive sensing motivates us to further improve background subtraction by utilizing such prior information. Compared with that of standard sparse data, the locations of non-zeros entries in grouped sparse data should be more fixed. Intuitively, the measurement number bound may be further reduced or the solution will be more accurate with the number of measurements.

Similar to the definition of \(k\)-sparse data, we can define dynamic group sparse (DGS) data as follow:

**Definition:** \((G_{k,q}\text{-sparse data})\) A data \(x \in \mathbb{R}^n\) is defined as the dynamic group sparse data \((G_{k,q}\text{-sparse data})\) if it can be well approximated using \(k \ll n\) nonzero coefficients under some linear transforms and these \(k\) nonzero coefficients are clustered into \(q \in \{1, \ldots, k\}\) groups.

From this definition, we can know that \(G_{k,q}\)-sparse data only requires that the nonzero coefficients in the sparse data have the group clustering trend and does not require to know any information about the group size and location. Although the information may be helpful, it is not necessarily required. In the following, it will be further illustrated that the group number \(q\) is also not necessary to be known. The group structures can be dynamic and unknown. We can find that nonzero coefficients are not randomly distributed but clustered spatially in the background subtracted image (Figure 1.1 (b)) and the foreground mask (Figure 1.1 (c)). More specially for color images, the \(R\), \(G\) and \(B\) channels of the background subtracted image share a common support set although the nonzero coefficients are spatially clustered in each channel respectively.

Due to the additional dynamic clustering prior, the union of subspaces containing \(G_{k,q}\)-sparse data does not span all \(k\)-dimensional subspaces of the union \(\Omega_k\) as in the conventional CS [CRT06, Don06, DM08, NT09, TG07]. The former is far narrower than the latter in most cases. The dynamic group clustering prior significantly reduces the degrees of freedom of the sparse signal since it only permits certain combinations of its support set rather than all random combinations. This will make it possible for us to decrease the minimal measurement number \(m\) for stable recovery.

Structured sparsity theories [BCDH10, HZM11] show that the number of measurements required for robustly recovering dynamic group sparsity data is \(m = O(k + q \log(n/q))\), which is a significant improvement over the \(m = O(k + k \log(n/k))\) that would be required by conventional CS recovery algorithms [CRT06, Don06, NT09, TG07]. While the group number \(q\) is smaller, more improvements can be obtained. While \(q\) is far smaller than \(k\) and \(k\) is close to \(\log(n)\), we can get \(m = O(k)\). Note that, this is a sufficient condition. If we know more priors about group settings, we can further reduce this bound.

1.3 Sparsity Driven Background Modeling and Foreground Detection for Stationary Cameras

The inspiration for the AdaDGS background subtraction came from the success in online DT video registration based on the sparse representation constancy assumption (SRCA) [HHM08]. The SRCA states that a new coming video frame should be represented as a
linear combination of as few preceding image frames as possible. As a matter of fact, the
traditional brightness constancy assumption seeks that the current video frame can be best
represented by a single preceding frame, while the SRCA seeks that the current frame can
be best sparsely represented by all preceding image frames. Thus, the former can be thought
as a special case of SRCA.

1.3.1 Group Sparsity based Model
Suppose a video sequence consists of frames $I_1, ..., I_n \in \mathbb{R}^m$. Without loss of generality, we
can assume that background subtraction has already been performed on the first $t$ frames.
Let $A = [I_1, ..., I_t] \in \mathbb{R}^{m \times t}$. Denote the background image and the background subtracted
image by $b$ and $f$, respectively, for $I_{t+1}$. From the introduction in previous section, we know
that $f$ is dynamic group sparse data with unknown sparsity number $k_f$ and group structure.
According to SRCA, we have $b = Ax$, where $x \in \mathbb{R}^t$ should be $k_x$-sparse vector and $k_x << t$.
Let $\Phi = [A, I] \in \mathbb{R}^{m \times (t+m)}$, where $I \in \mathbb{R}^{m \times m}$ is an identity matrix. Then, we have:

$$I_{t+1} = Ax + f = [A, I] \begin{bmatrix} x \\ f \end{bmatrix} = \Phi z \tag{1.2}$$

where $z \in \mathbb{R}^{t+m}$ is the DGS data with unknown sparsity $k_x + k_f$. Background subtraction
is thus formulated as the following sparse recovery problem:

$$(x_0, f_0) = \arg\min_{z} \|z\|_0, \quad \|I_{t+1} - \Phi z\|_2^2 < \varepsilon \tag{1.3}$$

1.3.2 Algorithm
Although problem (1.3) can be solved by conventional methods for standard sparsity, the
benefit of group sparsity equips us to propose a new recovery algorithm for dynamic group
sparse data $z$, namely dynamic group sparsity (DGS) recovery algorithm. We demonstrate
how to seamlessly integrate the dynamic group clustering prior into previous framework
[DM08, NT09]. The algorithm includes five main steps in each iteration: 1) pruning the
residue estimation; 2) merging the support sets; 3) estimating the signal by least square; 4)
pruning the signal estimation and 5) updating the signal/residue estimation and support
set. One can observe that it is similar to that of SP/CoSaMP algorithms [DM08, NT09].
The difference only exists in the pruning process in step 1 and step 4. The modification
is simple. We prune the estimation in the step 1 and step 4 using DGS approximation
pruning rather than $k$-sparse approximation, as we only need to search over subspaces of
$A_{k,q}$ instead of $C_n^k$ subspaces of $\Omega_k$. It directly leads to fewer measurement requirement for
stable data recovery.

The DGS pruning algorithm is described in algorithm 1. There exist two prior-dependent
parameters $J_y$ and $J_b$. $J_y$ is the number of tasks if the problem can be represented as a multi-
task CS problem [JDC09]. $J_b$ is the block size if the interested problem can be modelled
as a block sparsity problem [vdBSFM08, SPH09, TGS06, YL05]. Their default values are
set as 1, which is the case of traditional sparse recovery in compressive sensing. Moreover,
there are two important user-tuning parameters, the weight $w$ of neighbors and the neighbor
number $\tau$ of each element in sparse data. In practice, it is very straightforward to adjust
them since they have the physical meanings. The first one controls the balance between the
sparsity prior and the group clustering prior. While $w$ is smaller/bigger, it means that the
degree of dynamic group clustering is lower/higher in the sparse signal. Generally, they are
set as 0.5’s if there are not more knowledge about that in practice. The parameter $\tau$ controls
the number of neighbors that can be affected by each element in sparse data. Generally, it
is good enough to set it as 2, 4 and 6 for 1D, 2D and 3D data respectively.
Algorithm 1 DGS approximation pruning

**Input:** $x \in \mathbb{R}^n$ (estimations); $k$ (the sparsity number); $J_y$ (task number); $J_b$ (block size); $N_x \in \mathbb{R}^{n \times \tau}$ (values of x’s neighbors); $w \in \mathbb{R}^{n \times \tau}$ (weights for neighbors); $\tau$ (neighbor number)

$J_x = J_y J_b; x \in \mathbb{R}^n$ is shaped to $x \in \mathbb{R}^{n \times J_x}$

$N_x \in \mathbb{R}^{n \times \tau}$ is shaped to $N_x \in \mathbb{R}^{n \times \tau \times J_x}$;

for all $i = 1, \ldots, J_x$ do

Combing each entry with its neighbors

$$z(i) = \sum_{j=1}^{J_x} x^2(i, j) + \sum_{j=1}^{J_x} \sum_{t=1}^{\tau} w^2(i, t) N_x^2(i, j, t)$$

end for

$\Omega \in \mathbb{R}^{\mathbb{Z}^+ \times 1}$ is set as indices corresponding to the largest $k/J_x$ entries of $z$

for all $j = 1, \ldots, J_x$ do

for all $i = 1, \ldots, J_x$ do

Obtain the final list

$$\Gamma((j - 1) \frac{1}{J_x} + i) = (j - 1) \frac{1}{J_x} + \Omega(i)$$

end for

end for

**Output:** $\text{supp}(x, k) \leftarrow \Gamma$

Up to now, we assume that we know the sparsity number $k$ of the sparse data before recovery. However, it is not always true in practical applications. For example, we do not know the exact sparsity numbers of the background subtracted images although we know they tend to be dynamic group sparse. Motivated by the idea in [DGNT08], a new recovery algorithm called AdaDGS is developed by incorporating an adaptive sparsity scheme into the above DGS recovery algorithm.

Suppose the range of the sparsity number is known to be $[k_{\text{min}}, k_{\text{max}}]$. We can set the step size of sparsity number as $\Delta k$. The whole recovery process is divided into several stages, each of which includes several iterations. Thus, there are two loops in AdaDGS recovery algorithm. The sparsity number is initialized as $k_{\text{min}}$ before iterations. During each stage (inner loop), we iteratively optimize sparse data with the fixed sparsity number $k_c$ until the halting condition within the stage is true (for example, the residue norm is not decreasing). We then switch to the next stage after adding $\Delta k$ into the current sparsity number $k_c$ (outer loop). The whole iterative process will stop whenever the halting condition is satisfied. For practical applications, there is a trade-off between the sparsity step size $\Delta k$ and the recovery performance. Smaller step sizes require more iterations and bigger step size may cause inaccuracy. The sparsity range depends on the applications. Generally, it can be set as $[1, n/3]$, where $n$ is the dimension of the sparse data. Algorithm 2 describes the AdaDGS recovery algorithm.

With the AdaDGS recovery algorithm, problem (1.3) can be efficiently solved. Similar ideas are used for face recognition robust to occlusion [WYG+09]. It is worth mentioning that the coefficients in $w$ corresponding to the $x$ part are randomly sparse while those corresponding to $f$ are dynamic group sparse. During the DGS approximation pruning, we thus can set those coefficients in weight $w$ for the $x$-related part as zeros and those for $f$ as nonzeros. Since we do not know the sparsity number $k_x$ and $k_f$, we can set sparsity ranges for them respectively and run the AdaDGS recovery algorithm until the halting
Algorithm 2 AdaDGS Recovery [HHM09]

1: **Input:** $\Phi \in \mathbb{R}^{m \times n}$ (sample matrix); $y \in \mathbb{R}^m$ (sample vector); $[k_{min}, k_{max}]$ (sparsity range); $\Delta k$ (sparsity step size)

2: Initialization: residue $y_r = y$; $\Gamma = \text{supp}(x) = \emptyset$; sparse data $x = 0$; sparsity number $k = k_{min}$

3: **repeat**

4: Perform DGS recovery algorithm with sparsity number $k$ to obtain $x$ and the residue

5: if halting criterion false then

6: Update $\Gamma$, $y_r$ and $k = k + \Delta k$

7: **end if**

8: **until** halting criterion true

9: **Output:** $x = \Phi^T y$

condition is true. Then, we can obtain the optimized background subtracted image $f$ and background image $b = Ax$. For long video sequences, it is impractical to build a model matrix $A = [I_1, ..., I_t] \in \mathbb{R}^{m \times t}$, where $t$ denotes the last frame number. In order to cope with this case, we can set a time window width parameter $\tau$. We then build the model matrix, $A = [I_{t-\tau+1}, ..., I_t] \in \mathbb{R}^{m \times (t-\tau)}$, for the $(t+1)$ frame, which can avoid the memory requirement blast for a long video sequence. The complete algorithm for AdaDGS based background subtraction is summarized in Algorithm 3. As we know, the sparsity number must be provided in most of current recovery algorithms, which make them impractical for this problem. In contrast, the AdaDGS can apply well to this task since it not only can automatically learn the sparsity number and group structures but also is a fast enough greedy algorithm.

Algorithm 3 AdaDGS Background Subtraction [HHM09]

1: **Input:** The video sequence $I_1, ..., I_n$, the number $t$ which means 1st $\sim$ $t$th have been performed background subtraction, the time window width $\tau \leq t$

2: **for all** $j = t + 1, ..., n$ **do**

3: Set $A = [I_{j-\tau}, ..., I_{j-1}]$ and form $\Phi = [A, I]

4: Set $y = I_j$ and the sparsity ranges/step-sizes

5: $(x_0, f_0) = \text{AdaDGS}(\Phi, y)$

6: **end for**

7: **Output:** Background subtracted images

1.3.3 Evaluations

The experiment is designed to validate the advantage of the AdaDGS model. The AdaDGS algorithm is tested on Zhong’s dataset [ZS03]. The background subtracted images can be directly obtained with the AdaDGS. The corresponding binary mask of these images are obtained with the simple threshold. The Zhong’s results with robust Kalman model are also shown for comparisons. Figure 1.2 shows the results. Note that all results with AdaDGS are not post-processed with morphological operations and the results are directly the solutions of the optimization problem in Equation 1.3. It is clear that our AdaDGS produces clean background subtracted images, which shows the advantages of the DGS model. Figure 1.3 and Figure 1.4 show the background subtraction results on two other videos [EHD00, MMPR03]. Results of AdaDGS without postprocessing can compete with others.
FIGURE 1.2  Results on the Zhong’s dataset (a) original frame, (b) background subtracted image with AdaDGS [HHM09], (c) the binary mask with AdaDGS [HHM09] and d) with robust Kalman model [ZS03]

FIGURE 1.3  Results on the Elgammal’s dataset. (a) original frame, (b) with AdaDGS [HHM09], (c) with KDE model [EH00] (d) with MoG [SG99]

FIGURE 1.4  Results on Monnet’s dataset. (a) original frame, (b) with AdaDGS [HHM09], (c) with Monnet’s method [MMPR03] and (d) with MoG [SG99]
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1.4 Sparsity Driven Background Modeling and Foreground Detection for Moving Cameras

Besides the topic of background substraction for stationary cameras in previous section, the research for moving cameras has recently attracted people’s attention. Motion segmentation approaches [RTVM10, YP06] segment point trajectories based on subspace analysis. These algorithms provide interesting analysis on sparse trajectories, though do not output a binary mask as many background subtraction methods do. Another popular way to handle camera motion is to have strong priors of the scene, e.g., approximating background by a 2D plane or assuming that camera center does not translate [HE03, RCH03], assuming a dominant plane [YMKC07], etc. [KLN+11] propose a method to use belief propagation and Bayesian filtering to handle moving cameras. Different from their work, long-term trajectories we introduce here encode more information for background subtraction. Recently, [SJK09] has been proposed to build a background model using RANSAC to estimate the background trajectory basis. This approach assumes that the background motion spans a three dimensional subspace. Then sets of three trajectories are randomly selected to construct the background motion space until a consensus set is discovered, by measuring the projection error on the subspace spanned by the trajectory set. However, RANSAC based methods are generally sensitive to parameter selection, which makes it less robust when handling different videos.

Group sparsity [HZ10, HHM09] and low rank constraint [CLMW09] have also been applied to background subtraction problem. However, these methods only focus on stationary camera and their constraints are at spatial pixel level. Different from these works, we review a LRGS (low rank and group sparsity) method [CHZM12] which is based on constraints in temporal domain and analyzing the trajectory properties.

This background subtraction algorithm takes a raw video sequence as input, and generates a binary labeling at the pixel level. Fig. 1.5 shows the framework. It has two major steps: trajectory level separation and pixel level labeling. In the first step, a dense set of points is tracked over all frames. An off-the-shelf dense point tracker [SBK10] is used to produce the trajectories. With the dense point trajectories, a low rank and group sparsity based model is proposed to decompose trajectories into foreground and background. In the second step, motion segments are generated using optical flow [L+09] and graph cuts [BVZ01]. Then the color and motion information gathered from the recognized trajectories builds statistics to label motion segments as foreground or background.

1.4.1 Low Rank and Group Sparsity based Model

Different from the dynamic group sparsity method in previous section, the LRGS method for moving cameras does not process the image pixels directly. Background substraction are
performed on the decomposition of the tracked trajectories, and then pixel level labeling is based on the separated trajectories. Tracking algorithms used in this framework is not of discussion scope of this chapter. Interested readers may refer to [WADP97, SG00, SBK10] for more details.

**Notations:** Given a video sequence, $K$ points are tracked over $l$ frames. Each trajectory is represented as $p_i = [x_{1i}, y_{1i}, x_{2i}, y_{2i}, \ldots x_{li}, y_{li}] \in \mathbb{R}^{1 \times 2l}$, where $x$ and $y$ denote the 2D coordinates in each frame. The collection of $K$ trajectories is represented as a $K \times 2l$ matrix, $\phi = [p_1^T, p_2^T, \ldots, p_l^T]^T$, $\phi \in \mathbb{R}^{K \times 2l}$.

In a video with moving foreground objects, a subset of $K$ trajectories comes from the foreground, and the rest belongs to the background. The goal is to decompose tracked $K$ trajectories into two parts: $m$ background trajectories and $n$ foreground trajectories. If we already know exactly which trajectories belong to the background, then foreground objects can be easily obtained by subtracting them from $K$ trajectories, and vice versa. In other words, $\phi$ can be decomposed as:

$$\phi = B + F,$$

where $B \in \mathbb{R}^{K \times 2l}$ and $F \in \mathbb{R}^{K \times 2l}$ denote matrices of background and foreground trajectories, respectively. In the ideal case, the decomposed foreground matrix $F$ consists of $n$ rows of foreground trajectories and $m$ rows of flat zeros, while $B$ has $m$ rows of background trajectories and $n$ rows of zeros.

Eq. 1.4 is a severely under-constrained problem. It is difficult to find $B$ and $F$ without any prior information. In the LRGS method [CHZM12], two effective priors are incorporated to robustly solve this problem, i.e., the low rank constraint for the background trajectories and the group sparsity constraint for the foreground trajectories.

**Low rank constraint for the background.** In a 3D structured scene without any moving foreground object, video motion solely depends on the scene and the motion of the camera. The LRGS [CHZM12] background modeling is inspired from the fact that $B$ can be factored as a $K \times 3$ structure matrix of 3D points and a $3 \times 2l$ orthogonal matrix [TK92]. Thus the background matrix is a low rank matrix with rank value at most 3. This leads us to build a low rank constraint model for the background matrix $B$:

$$\text{rank}(B) \leq 3,$$

Another constraint has been used in the previous research work using RANSAC based method [SJK09]. This work assumes that the background matrix is of rank three: $\text{rank}(B) = 3$. This is a very strict constraint for the problem. We refer the above two
types of constraints as the General Rank model (GR) and the Fixed Rank model (FR). The GR model in LRGS [CHZM12] method is more general and handles more situations. A rank-3 matrix models 3D scenes under moving cameras; a rank-2 matrix models a 2D scene or 3D scene under stationary cameras; a rank-1 matrix is a degenerated case when scene only has one point. The usage of GR model allows us to develop a unified framework to handle both stationary cameras and moving cameras. The experiment section (Sec. 1.4.5) provides more analysis on the effectiveness of the GR model when handling diverse types videos.

**Group sparsity constraint for the foreground.** Foreground moving objects, in general, occupy a small portion of the scene. This observation motivates us to use another important prior, i.e., the number of foreground trajectories should be smaller than a certain ratio of all trajectories: \( m \leq \alpha K \), where \( \alpha \) controls the sparsity of foreground trajectories.

Another important observation is that each row in \( \phi \) represents one trajectory. Thus the entries in \( \phi \) are not randomly distributed. They are spatially clustered within each row. If one entry of the \( i \)th row \( \phi_i \) belongs to the foreground, the whole \( \phi_i \) is also in the foreground. This observation makes the foreground trajectory matrix \( F \) satisfy the group sparsity constraint:

\[
\|F\|_{2,0} \leq \alpha k, \tag{1.6}
\]

where \( \| \cdot \|_{2,0} \) is the mixture of both \( L_2 \) and \( L_0 \) norm. The \( L_2 \) norm constraint is applied to each group separately (i.e., each row of \( F \)). It ensures that all elements in the same row are either zero or nonzero at the same time. The \( L_0 \) norm constraint is applied to count the nonzero groups/rows of \( F \). It guarantees that only a sparse number of rows are nonzero. Thus this group sparsity constraint not only ensures that the foreground objects are spatially sparse, but also guarantees that each trajectory is treated as one unit. Group sparsity is a powerful tool in computer vision problems [ZHH+10, HZ10]. The standard sparsity constraint, \( L_0 \) norm, (we refer this as Std. sparse method) has been intensively studied in recent years. However, it does not work well for this problem compared to the group sparsity one. Std. sparse method treats each element of \( F \) independently. It does not consider any neighborhood information. Thus it is possible that points from the same trajectory are classified into two classes. In the experiment section (Sec. 1.4.4), we discuss the advantage of group sparsity constraint over sparsity constraint through synthetic data analysis, and also show that this constraint improves the robustness of LRGS model [CHZM12].

Based on the low rank and group sparsity constraints, we formulate our objective function as:

\[
\left( \hat{B}, \hat{F} \right) = \arg \min_{B,F} \left( \| \phi - B - F \|^2_F \right),
\]

s.t. \( \text{rank}(B) \leq 3, \| F \|_{2,0} < \alpha k \), \hspace{1cm} \tag{1.7}

where \( \| \cdot \|_F \) is the Frobenius norm. This model leads to a good separation of foreground and background trajectories. Fig. 1.6 illustrates the model.

Eq. 1.7 only has one parameter \( \alpha \), which controls the sparsity of the foreground trajectories. In general, user-tuning parameter is a key issue for a good model. It is preferable that the parameters are easy to tune and not sensitive to different datasets. LRGS is relatively insensitive to parameter selection. Using \( \alpha = 0.3 \) works for all tested videos.

Low rank constraint is a powerful method in computer vision and machine learning area [LLY10]. Low rank constraints and Robust PCA have been recently used to solve vision problems [ZLM11, CLMW09, MDYY11], including background subtraction at the pixel level [CLMW09]. It assumes that the stationary scenes satisfy a low rank constraint. However, this assumption does not hold when camera moves. Furthermore, that formulation does not consider any group information, which is an important constraint to make sure neighbor elements are considered together.
1.4.2 Optimization Framework

This subsection discusses how to effectively solve Eq. 1.7. The first challenge is that it is not a convex problem, because of the nonconvexity of the low rank constraint and the group sparsity constraint. Furthermore, we also need to simultaneously recover matrix $B$ and $F$, which is generally a Chicken-and-Egg problem.

Alternating optimization and greedy methods are employed to solve this problem. We can first focus on the fixed rank problem (i.e., rank equals to 3), and then will discuss how to deal with the more general constraint of $\text{rank} \leq 3$.

Eq. 1.7 is divided into two subproblems with unknown $B$ or $F$, and solved by using two steps iteratively:

**Step 1:** Fix $B$, and update $F$. The subproblem is:

$$
\hat{F} = \arg\min_F \left( \| \phi' - F \|_F^2 \right), \text{ s.t. } \|F\|_{2,0} < \alpha k,
$$

(1.8)

where $\phi' = \phi - B$.

**Step 2:** Fix $F$, and update $B$. The subproblem is:

$$
\hat{B} = \arg\min_B \left( \| \phi'' - B \|_F^2 \right), \text{ s.t. } \text{rank}(B) = 3,
$$

(1.9)

where $\phi'' = \phi - F$.

To initialize this optimization framework, we can simply choose $B_{\text{init}} = \phi$, and $F_{\text{init}} = 0$. Greedy methods are used to solve both subproblems. To solve Eq. 1.8, we compute $\|F_i\|_2, i \in 1, 2, ..., k$, which represents the $L_2$ norm of each row. Then the $\alpha k$ rows with largest values are preserved, while the rest rows are set to zero. This is the estimated $F$ in the first step. In the second step, $\phi''$ is computed as per newly-updated $F$. To solve Eq. 1.9, Singular value decomposition (SVD) is applied on $\phi''$. Then three eigenvectors with largest eigenvalues are used to reconstruct $B$. Two steps are alternatively employed until a stable solution of $\hat{B}$ is found. Then $\hat{F}$ is computed as $\phi - \hat{B}$. The reason of updating $\hat{F}$ after all iterations is that the greedy method of solving Eq. 1.8 discovers exact $\alpha k$ number of foreground trajectories, which may not be the real foreground number. On the contrary, $B$ can be always well estimated, since a subset of unknown number of background trajectories is able to have a good estimation of background subspace. Thus we finalize $\hat{F}$ by $\phi - \hat{B}$.

Since the whole framework is based on greedy algorithms, it does not guarantee a global minimum. In the experiments, however, it is able to generate reliable and stable results.
The above-mentioned method solves the fixed rank problem, but the rank value in the background problem usually cannot be pre-determined. To handle this undetermined rank issue, a multiple rank iteration method is used. First, \( B \) and \( F \) are initialized as \( B_{\text{init}}^{(0)} = \emptyset \) and \( F_{\text{init}}^{(0)} = 0^{k \times 2} \). Then the fixed rank optimization procedure is performed on each specific rank starting from 1 to 3. The output of the current fixed rank procedure is fed to the next rank as its initialization. We obtain the final result \( B^{(3)} \) and \( F^{(3)} \) in the rank-3 iteration. Given a data matrix of \( K \times 2L \) with \( K \) trajectories over \( L \) frames, the major calculation is \( O(KL^2) \) for SVD on each iteration. Convergence of each fixed rank problem is achieved 6.7 iterations on average. The overall time complexity is \( O(KL^2) \).

To explain why this framework works for the general rank problem, we discuss two examples. First, if the rank of \( B \) is 3 (i.e., moving cameras), then this framework discovers an optimal solution in the third iteration, i.e., using rank-3 model. The reason is that the first two iterations, i.e. the rank-1 and rank-2 models, cannot find the correct solution as they are using the wrong rank constraints. Second, if the rank of the matrix is 2 (i.e., stationary cameras), then this framework obtains stable solution in the second iteration. This solution will not be affected in the rank-3 iteration. The reason is that the greedy method is used to solve Eq. 1.9. When selecting the eigenvectors with three largest eigenvalues, one of them is simply flat zero. Thus \( B \) does not change, and the solution is the same in this iteration. Note that low rank problems can also be solved using convex relaxation on the constraint problem [CLMW09]. However, the greedy method on unconstrained problem is better than convex relaxation in this application. Convex relaxation is not able to make use of the specific rank value constraint (\( \leq 3 \) in our case). The convex relaxation uses \( \lambda \) to implicitly constrain the rank level, which is hard to constrain a matrix to be lower than a specific rank value.

1.4.3 Pixel Level Labeling

The labeled trajectories from the previous step are then used to label each frame at the pixel level (i.e. return a binary mask for a frame). In this step, each frame is treated as an individual labeling task. First, the optical flow [L⁺09] is calculated between two consecutive frames. Then motion segments are computed using graph cuts [BVZ01] on optical flow. After collecting the motion segments, we want to label each motion segment \( s \) as \( f \) or \( b \), where \( f \) and \( b \) denotes the label of foreground and background. There are two steps to label the segments. First, segments with high confidence belonging to \( f \) and \( b \) are selected. Second, a statistical model is built based on those segments. This model is used to label segments with low confidence. The confidence of a segment is determined by the number of labeled \( f \) and \( b \) trajectories. The low confidence segments are those ambiguous areas. To predict the labels of these low confidence segments, a statistical model is built for \( f \) and \( b \) based on high confidence ones. First, 20\% pixels are uniformly sampled on segments with high confidence. Each sampled pixel \( w \) is represented by color in hue-saturation space \((h, s)\), optical flow \((u, v)\) and position on the frame \((x, y)\). The reason we use sampled points to build the model instead of the original trajectories is that the sparse trajectories may not cover enough information (i.e., color and positions) on the motion unit. Uniform sampling covering the whole segment can build a richer model. The segments are then evaluated using a kernel density function:

\[
P(s_i|c) = \frac{1}{|s_i|} \sum_{n=1}^{N} \sum_{j \in s_i} \kappa(c_j - w_i), c \in \{f, b\},
\]

where \( \kappa(\cdot) \) is the Normal kernel, \( N \) is the total number of sampled pixels, and \( |s_i| \) is the pixel number of \( s_i \). For every pixel \( j \) lying on \( s_i \), \( e_j \) denotes the vector containing color, optical flow and position.

To evaluate the performance of the LRGS algorithm, experiments on different data sources are conducted: synthetic data, real-world videos from both moving and stationary cameras. The performance is evaluated by \( F \)-Measure, the harmonic mean of recall and
FIGURE 1.7 Comparison between group sparsity constraint ($L_{2,0}$ norm) and Std. sparse constraint.

The left is synthetic data simulated with a stationary camera, and the right is simulated with a moving camera.

precision. This is a standard measurement for background subtraction [BHH11, LZK+10]:

$$F = 2 \cdot \frac{\text{recall} \cdot \text{precision}}{\text{recall} + \text{precision}}.$$  The comparisons and analysis mainly focus on the first step: trajectory level labeling.

1.4.4 Evaluations on Synthetic Data

Experimental settings. A grid of background points and four shapes are generated to simulate objects moving under camera movements. The homogeneous representation of each point is $(X,Y,Z,1)$ as its position in the 3D world. Then the projected points $(x,y)$ are obtained in a 2D image by $(x,y,1)^T = C \cdot (X,Y,Z,1)^T$, where $C$ is a $3 \times 4$ camera projection matrix. The depth value $Z$ in the 3D world for foreground shapes and background grid is $10 \pm 5$ and $20 \pm 10$, respectively. The foreground shapes move and the background grid stays still. Changing the camera projection matrix $C$ simulates the camera movement and generates projected images.

Group sparsity constraint versus standard sparsity constraint. The performance between the group sparsity constraint ($L_{2,0}$ norm) and Std. sparse constraint ($L_0$ norm) is compared. The sparsity constraint aims to find a sparse set of nonzero elements, which is $\|F\|_0 < \alpha K \times 2l$ in this problem. $K \times 2l$ denotes the total number of nonzero elements. It is equivalent to the total number of nonzero elements in the group sparsity constraint. Note that the formulation with this Std. sparse method is similar to Robust PCA method [CLMW09]. The difference is that LRGS use it at the trajectory level instead of pixel level.

Two sets of data are generated to evaluate the performance. One is simulated with a stationary camera, and the other is from a moving one. Foreground keeps moving in the whole video sequence. Random noise with variance $v$ is added to both the foreground moving trajectories and camera projection matrix $C$. The performance is shown in Fig. 1.7. In the noiseless case (i.e. $v = 0$), the motion pattern from the foreground is distinct from the background in the whole video sequence. Thus each element on the foreground trajectories is different from the background element. Sparsity constraint produces the same perfect result as group sparsity constraint. When $v$ goes up, the distinction of elements between foreground and background goes down. Thus some elements from the foreground may be recognized as background. On the contrary, the group sparsity constraint connects the elements in the neighboring frames. It treats the elements on one trajectory as one unit.
Even some elements on this trajectories are similar to the background, the distinction along the whole trajectory is still large from the background. As shown in Fig. 1.7, using the group sparsity constraint is more robust than using the sparsity constraint when variance increases.

1.4.5 Evaluations on Videos

Experimental settings. The LRGS algorithm is then tested on publicly available videos from various sources. One video source is provided by Sand and Teller [ST06] (refer this as ST sequences). ST sequences are recorded with hand held cameras, both indoors and outdoors, containing a variety of non-rigidly deforming objects (hands, faces and bodies). They are high resolution images with large frame-to-frame motion and significant parallax. Another source of videos is provided from Hopkins 155 dataset [TV07], which has two or three motions from indoor and outdoor scenes. These sequences contain degenerate and non-degenerate motions, independent and partially dependent motions, articulated and non-rigid motions. The algorithm is also tested on a typical video for stationary camera: “truck”. The trajectories in these sequences were created using an off-the-shelf dense particle tracker [SBK10]. The pixels are manually labeled into foreground/background (binary maps). If a trajectory falls into the foreground area, it is considered as foreground, and versa versa.

Handling stationary and moving cameras. We first demonstrate that our approach handles both stationary cameras and moving cameras automatically in a unified framework, by using the General Rank constraint (GR) instead of the Fixed Rank constraint (FR). We use two videos to show the difference. One is “VHand” from a moving camera (rank(B) = 3), and the other is “truck” captured by stationary camera (rank(B) = 2). We use the distribution of $L_2$ norms of estimated foreground trajectories (i.e., $\|\widehat{F}_i\|_2, i \in 1, 2, ..., k$) to show how well background and foreground is separated in the LRGS model. For a good separation result, $F$ should be well estimated. Thus $\|\widehat{F}_i\|_2$ is large for foreground trajectories and small for background ones. In other words, its distribution has an obvious difference between the foreground region and the background region (see examples in Fig. 1.8).

GR-1, $i \in 1, 2, 3$ is used to denote the optimization iteration on each rank value. $\|\widehat{F}_i\|_2$ of each specific rank iteration is plotted in Fig. 1.8. The GR method works for both cases. When the rank of $B$ is 3 (the first row of Fig. 1.8), the FR model also finds a good solution,
since rank-3 perfectly fits the FR model. However, the FR constraint fails when the rank of $B$ is 2, where the distribution of $\|\hat{F}_i\|_2$ between $B$ and $F$ are mixed together. On the other hand, GR$-2$ can handle this well, since the data perfectly fits the constraint. On GR$-3$ stage, it uses the result from GR$-2$ as the initialization, thus the result on GR$-3$ still holds. The figure shows that the distribution of $\|\hat{F}_i\|_2$ from the two parts has been clearly separated in the third column of the bottom row. This experiment demonstrates that the GR model can handle more situations than the FR model. Since in real applications it is hard to know the specific rank value in advance, the GR model provides a more flexible way to find the right solution.

**TABLE 1.1** Quantitative evaluation at trajectory level labeling.

<table>
<thead>
<tr>
<th></th>
<th>RANSAC-b</th>
<th>GPCA</th>
<th>LSA</th>
<th>RANSAC-m</th>
<th>Std.sparse</th>
<th>LRGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPerson</td>
<td>0.786</td>
<td>0.648</td>
<td>0.912</td>
<td>0.656</td>
<td>0.616</td>
<td>0.981</td>
</tr>
<tr>
<td>VHand</td>
<td>0.952</td>
<td>0.932</td>
<td>0.909</td>
<td>0.930</td>
<td>0.132</td>
<td>0.987</td>
</tr>
<tr>
<td>VCars</td>
<td>0.867</td>
<td>0.316</td>
<td>0.145</td>
<td>0.276</td>
<td>0.706</td>
<td>0.993</td>
</tr>
<tr>
<td>cars2</td>
<td>0.750</td>
<td>0.773</td>
<td>0.568</td>
<td>0.958</td>
<td>0.625</td>
<td>0.976</td>
</tr>
<tr>
<td>cars5</td>
<td>0.985</td>
<td>0.376</td>
<td>0.054</td>
<td>0.637</td>
<td>0.779</td>
<td>0.990</td>
</tr>
<tr>
<td>people1</td>
<td>0.932</td>
<td>0.564</td>
<td>0.087</td>
<td>0.743</td>
<td>0.662</td>
<td>0.955</td>
</tr>
<tr>
<td>truck</td>
<td>0.351</td>
<td>0.368</td>
<td>0.140</td>
<td>0.363</td>
<td>0.794</td>
<td>0.975</td>
</tr>
</tbody>
</table>

**Performance evaluation on trajectory labeling.** We compare LRGS method [CHZM12] with four state-of-art algorithms: RANSAC-based background subtraction (referred as RANSAC-b here) [SJK09], Generalized GPCA (GPCA) [VMS05], Local Subspace Affinity (LSA) [YP06] and motion segmentation using RANSAC (RANSAC-m) [TV07]. GPCA, LSA and RANSAC-m are motion segmentation algorithms using subspace analysis for trajectories. The code of these algorithms are available online. When testing these methods, the same trajectories are used. Since LSA method runs very slow when using trajectories more than 5000, we randomly sample 5000 trajectories for each test video. The three motion segmentation algorithms ask for the number of regions to be given in advance. Motion segmentation methods separate trajectories into $n$ segments. Here the LRGS method treats the segment with the largest trajectory number as the background and rest as the foreground. For RANSAC-b method, two major parameters influence the performance: projection error threshold $\theta h$ and consensus percentage $p$. Inappropriate selection of parameters may result in failure of finding the correct result. In addition, as RANSAC-b randomly selects three trajectories in each round, it may end up with finding a subspace spanned by part of foreground and background. The result it generates is not stable. Running the algorithm multiple times may give different separation of background and foreground, which is undesirable. In order to have a fair comparison with it, we grid search the best parameter set over all test videos and report the performance under the optimal parameters.

The quantitative and qualitative results on the trajectory level separation is shown in Fig. 1.9 and Tab. 1.1, respectively. LRGS method [CHZM12] works well for the test videos. Take “cars5” for example. GPCA and LSA misclassify some trajectories. RANSAC-b randomly selects three trajectories to build the scene motion. On this frame, the three random trajectories all lie in the middle region. The background model built from these 3 trajectories do not cover the left and right region of the scene, thus the left and right regions are misclassified as foreground. RANSAC-m produces similar behavior to RANSAC-b. Std. sparse method does not have any group constraint in the consecutive frames, thus some trajectories are classified as foreground in one frame, and classified as background in the next frame. Note that the quantitative results are obtained by averaging on all frames over 50 iterations. Fig. 1.9 only shows performance on one frame, which may not reflect the
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FIGURE 1.9 Results at trajectory level labeling. Green: foreground; purple: background. From top to bottom, five videos are “VCars”, “cars2”, “cars5”, “people1” and “VHand”.

overall performance shown in Tab. 1.1.

Performance evaluation at pixel level labeling. We also evaluate the performance at the pixel level using four methods: RANSAC-b [SJK09], MoG [SG00], Std. sparse method and the LRGS method [CHZM12]. GPCA, LSA, RANSAC-m are not evaluated in this part, since these three algorithms do not provide pixel level labeling. Due to space limitations, one typical video “VPerson” is shown here in Fig. 1.10 and the quantitative evaluation using F-measure is shown in Table 1.2.

MoG does not perform well, because a statistical model of MoG is built on pixels of fixed positions over multiple frames, but background objects do not stay in the fixed positions under moving cameras. RANSAC-b can accurately label pixels if the trajectories are well classified. However, it is also possible to build a wrong background subspace because
### TABLE 1.2 Quantitative evaluation at pixel level labeling.

<table>
<thead>
<tr>
<th></th>
<th>RANSAC-b</th>
<th>MoG</th>
<th>Std.sparse</th>
<th>LRGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPerson</td>
<td>0.868</td>
<td>0.132</td>
<td>0.504</td>
<td><strong>0.892</strong></td>
</tr>
</tbody>
</table>

*RANSAC-b* is not stable and sensitive to parameter selection. The LRGS method [CHZM12] can robustly handle these diverse types of data, due to the generalized low rank constraint and group sparsity constraint. One limitation of LRGS method [CHZM12] is that it classifies the shadow as part of the foreground (*e.g.*, on the left side of the person in “VPerson” video). This could be further refined by using shadow detection/removal techniques [LZK+10].

### 1.5 Conclusions

In this chapter, we have reviewed sparsity based methods AdaDGS [HHM09] and LRGS [CHZM12] for background substraction. The AdaDGS method is motivated by the group sparsity property of the pixel values on foreground images, that they are not only sparse but also clustered into groups. The LRGS method is developed by decomposing the motion trajectory matrix into a low rank one and a group sparsity one. The group sparsity constraint for AdaDGS is at spatial pixel level while LRGS is at trajectory level. In addition, the group setting in LRGS is known and has been utilized, which is unknown but not required in AdaDGS. Compared with AdaDGS, LRGS can be applied on videos from both stationary cameras and moving cameras. However, this method depends on trajectory-tracking technique, which is also an active research area in computer vision. When the tracking technique fails, the LRGS method may not work well. Benefit from group sparsity property, these two algorithms outperforms all the other methods that compared in this chapter.
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